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In-Memory Computing
What is In-Memory Computing?

Data volumes and ever decreasing SLAs have overwhelmed existing disk-
based technologies for many operational and transactional data sets, 
requiring the industry to alter its perception of performance and scalability. 
In order to address these unprecedented data volumes and performance 
requirements a new solution is required.

With the cost of system memory dropping 30% every 12 months In-Memory 
Computing is rapidly becoming the first choice for a variety of workloads 
across all industries. In fact, In-Memory Computing paves the way to a lower 
TCO for data processing systems while providing an undisputed performance 
advantage.

Introducing the GridGain In-Memory Data Fabric
The GridGain In-Memory Data Fabric is a proven software solution, which delivers unprecedented speed and unlimit-
ed scale to accelerate your business and time to insights. It enables high-performance transactions, real-time stream-
ing and fast analytics in a single, comprehensive data access and processing layer. The In-Memory Data Fabric is 
designed to easily power both existing and new applications in a distributed, massively parallel architecture on afford-
able commodity hardware.

The GridGain In-Memory Data Fabric provides a unified API that spans all key types of applications (Java, .NET, C++) 
and connects them with multiple data stores containing structured, semi-structured and unstructured data (SQL, 
NoSQL, Hadoop). It offers a secure, highly available and manageable data environment that allows companies to 
process full ACID transactions and generate valuable insights from real-time, interactive and batch queries.

The In-Memory Data Fabric offers a strategic approach to in-memory computing that delivers performance, scale 
and comprehensive capabilities far above and beyond what traditional in-memory databases, data grids or other 
in-memory-based point solutions can offer by themselves.

In-Memory Computing is 
characterized by using 
high-performance, integrated, 
distributed memory systems to 
compute and transact on 
large-scale data sets in real 
time, orders of magnitude 
faster than possible with 
traditional or hybrid disk-based 
technologies.
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FEATURES

The GridGain In-Memory Data Fabric accesses and processes data from distributed enterprise and cloud-based data 
stores orders of magnitudes faster, and shares them with today’s most demanding transactional, analytical and hybrid 
applications with varying SLA requirements (real-time, interactive, batch jobs). To that effect, the GridGain In-Memory 
Data Fabric includes the following four classes of features:

Cross-platform Data Grid (Java, .NET, C++)

The data grid feature in the GridGain In-Memory Data Fabric supports local, replicated, and partitioned data sets and 
allows to freely cross queries between these data sets using standard SQL syntax. It is a fully-featured caching and 
data grid solution for .NET and C++, besides Java, and includes transactions, client-side caching, etc. It supports 
standard SQL for querying in-memory data, including support for distributed SQL joins. The GridGain In-Memory 
Data Fabric offers an extremely rich set of data grid capabilities, including off-heap memory support, load-balancing, 
fault tolerance, remote connectivity, support for full ACID transactions and advanced security. Its dynamic protocol 
provides extensive API-parity between Java, .NET and C++ apps, allowing for easy data exchange and cross-platform 
dynamic queries (e.g. using SQL).

In-Memory clustering and compute grids are characterized by using high-performance, integrated, distributed 
memory systems to compute and transact on large-scale data sets in real-time, orders of magnitude faster than 
possible with traditional disk-based or flash technologies.

The real-time streaming feature of the GridGain In-Memory Data Fabric uses programmatic coding with rich data 
indexing support to provide CEP querying capabilities over streaming data. The GridGain In-Memory Data Fabric also 
provides comprehensive support for customizable event workflow.

Hadoop acceleration included in the GridGain In-Memory Data Fabric features the GridGain in-memory file system 
(GGFS). It has been designed to work in dual mode as either a standalone primary file system in the Hadoop cluster, or 
in tandem with HDFS, serving as an intelligent caching layer with HDFS configured as the primary file system.

GridGain In-Memory Accelerator For Hadoop At A Glance
What is the GridGain In-Memory Accelerator for Hadoop?

The GridGain In-Memory Accelerator for Hadoop is a purpose-built product developed on top of the GridGain 
In-Memory Data Fabric; it is a plug-and-play solution optimized for in-memory processing that can be downloaded 
and installed in 10 minutes, and accelerates MapReduce and HIVE jobs by a factor of up to 10 times.

The GridGain In-Memory Accelerator for Hadoop is based upon the industry’s first dual-mode in-memory file 
system, GridGain File System (GGFS), which is 100% compatible with Hadoop Distributed File System (HDFS) and 
In-Memory MapReduce implementation. GGFS is a plug-and-play, “no assembly required”, alternative to disk-based 
HDFS enabling orders of magnitude faster performance for IO and network intensive Hadoop MapReduce jobs 
running on tens of hundreds of computers in a typical Hadoop cluster. 

Clustering and Compute Grid

Real-time Streaming

Hadoop Acceleration
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GridGain’s In-Memory MapReduce allows to effectively parallelize the processing of in-memory data stored in GGFS. 
It eliminates the overhead associated with job tracker and task trackers in a standard Hadoop architecture while 
providing low-latency, HPC-style distributed processing.

The In-Memory Accelerator for Hadoop is a first-of-its-kind Hadoop extension that works with your choice of Hadoop 
distribution, which can be any commercial or open source version of Hadoop available, including Hadoop 1.x and 
Hadoop 2.x distributions. The In-Memory Accelerator for Hadoop is designed to provide the same performance 
benefits whether you run Cloudera, HortonWorks, MapR, Apache, Intel, AWS, or any other distribution.

GGFS support for dual-mode allows it to work as either a standalone primary file system in the Hadoop cluster, or in 
tandem with HDFS, serving as an intelligent caching layer with HDFS configured as the primary file system. As a 
caching layer it provides highly tunable read-through and write-through behavior. In either case GGFS can be used as 
a drop-in alternative for, or an extension of, standard HDFS providing an instant performance increase.

The unique “plug-in” architecture behind In-Memory Accelerator For Hadoop gives you the freedom to not only 
choose any Hadoop distribution but also use any of the dozens of Hadoop-based tools that your organization already 
utilizes without interruption because GGFS requires zero code change to existing MapReduce jobs. Whether you use 
standard tools such as HBase, Hive, Mahout, Oozie, Flume, Scoop, or Pig, or any of the commercial BI, data  
visualization or data analytics platforms, you can continue to use them without any change while enjoying an instant 
performance boost.

In the sections that follow we will look at the following questions:

 > What problems does the GridGain In-Memory Accelerator for Hadoop solve?

 > What makes the GridGain In-Memory Accelerator for Hadoop a unique solution?

 > What are the key technical features of the GridGain In-Memory Accelerator for Hadoop?

In-Memory Accelerator for Hadoop Facilitates Fast Data
What problem does the GridGain In-Memory Accelerator For Hadoop solve?

In today’s world, IT and business users alike are challenged with the need for better information and knowledge to 
differentiate, innovate and ultimately reshape their businesses. In a rapidly growing number of cases that process is 
being enabled by a move to Big Data.

Companies around the world are increasingly collecting vast quantities of real-time data from a variety of sources – 
from self-documenting online social media to highly structured transactional data, to data from embedded devices 
and the “Internet of Things”. Once collected, users or businesses are trying to make sense of the data for patterns and 
insights that can be used to drive better and optimized business decisions or actions.

Specialized new technologies like Hadoop are being used to store and process vast amounts of data in bulk in a 
predominately off-line batch-oriented mode. Consequently, most of the focus on Big Data to date has been on “low 
hanging fruit” analytics (i.e. traditional OLAP) use cases where the data being processed is relatively static—meaning 
that it has already been collected and stored in Hadoop and will never be updated.

This is where Fast Data comes into play. Fast Data is a complementary technology to Big Data where the focus is  
shifted toward processing large operational (i.e. traditional OLTP) and/or streaming data sets with low-latency, in 
real-time. Fast Data focuses on delivering instant awareness and instant actions to businesses and users. It often relies 
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on and leverages Big Data sources but adds the distinct real-time capabilities by providing instant actionable results to 
businesses based on live, up-to-the-second data.

The GridGain In-Memory Accelerator for Hadoop enhances existing Hadoop technology to enable Fast Data processing 
using the tools and technology your organization is already using today.

WHY FAST DATA MATTERS TO YOUR ORGANIZATION OR PROJECT

The best way to answer this question is to examine how Fast Data is used in different industries by some of GridGain’s 
customers today. 

An electric power plant uses Fast Data technology to make real time decisions when demand spikes. In such a case the 
power plant has to decide whether to turn on additional production capacity, buy the required power on the spot 
market, or let someone else fulfill the demand. That decision depends on a multitude of factors such as current 
weather forecast, historical trends regarding demand and usage, immediate cost-benefit analysis, and current prices 
on the energy spot market. A Fast Data system can collect live streaming information and aggregate it with existing 
historical data stored in a Big Data system to provide real-time decision-making capability.

A wireless telecommunication provider is using Fast Data to help manage its resources more effectively. This starts 
with optimizing capital expenditure (CAPEX) on network infrastructure while lowering or maintaining operational 
expenditure (OPEX). To achieve this, it requires the ability to develop real-time insights to understand allocation of 
network resources based on traffic, specific application requirements and network usage patterns. Ultimately, Fast 
Data can help gain real-time insights derived from the live data instead of relying solely on approximate trending on 
historical data.

An analytics company that provides big data analytics services and software to their clients uses Fast Data to accelerate 
their interactive/ad hoc analytics. Their users interactively analyze customer interactions from a variety of sources 
such as Integrated Voice Response (IVR) data and authenticated and non-authenticated browsing history from their 
customers’ corporate web properties for insight and patterns as to the effectiveness of marketing, support and 
promotional materials. By providing Fast Data to their end users they are able to empower their users to explore and 
discover, in real-time, previously hidden insights into what makes a successful customer interactions. 

Finally, an online ad serving company uses Fast Data technology to fuse live clickstreams with pre-built insights and a 
behavioral data set that is based on collected historical data. Fast Data can process real-time information about 
millions of events per second into business intelligence and insights. These insights in turn help drive optimized and 
personalized ad placement based on each customer’s experience. Fast Data collects data about what customers are 
currently doing, or how they have recently interacted with the company through other various channels, including 
purchasing, social media and email – leading to an understanding of the total customer experience and, ultimately, 
better conversion rates.

These are just a few of the many ways in which organizations are using, and will be using, Fast Data to augment the 
power of Big Data. Fast Data is quickly becoming one of the top tools for organizations trying to keep up with  
information coming from various sources and make real-time decisions that serve the need of their customers and 
the business.
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In-Memory Accelerator for Hadoop vs. Other Solutions
What makes the GridGain In-Memory Accelerator for Hadoop a unique solution?

To understand how the GridGain In-Memory Accelerator for Hadoop differs from other solutions, let’s examine  
three different approaches that an organization can take to introduce Fast Data into an existing Big Data system 
based on Hadoop.

EXTERNAL SYSTEM TO HADOOP 

The unique characteristic of these solutions is their 
reliance on an external system that stores, often 
temporarily, an operational subset of the Big Data that 
needs to be processed faster and with lower latency. 
Typically this data subset is defined as a sliding, time-based 
window of data such as “last 24 hours of activity”, “last 
month of sales”, “last quarter of inventory”, and so on.

Typically these systems are deployed alongside Hadoop 
in an up-stream or down-stream fashion. In the  
up-stream scenario these systems usually process 
incoming streaming data in a real-time context while 
asynchronously storing this data into long-term durable 
storage in Hadoop. In the down-stream scenario the 
data subset is manually or automatically ETL-ed from 
Hadoop into the system when it needs to be processed 
in real-time. 

Solutions in this category are represented by a variety of 
products including standard SQL, MPP DBMS, new NoSQL 
and NewSQL DBMS, in-memory DBMS, and Streaming 

Processing systems. There are many products in this category with all of them invariably requiring a trade-off between 
the time and material cost of implementation vs. optimization for high performance and low latency processing.

And despite the fact that these solutions can provide the true real-time and low latency processing required by Fast 
Data (and limited to a subset of the overall data stored in Hadoop) – they do require a substantial additional development 
effort to the existing Hadoop-based system which may limit their practical applicability.

SYSTEM ON TOP OF HADOOP

The defining characteristic of these solutions is that they use Hadoop as a primary storage system and provide faster 
data processing capabilities on top of existing data stored in Hadoop HDFS without a need to move the data, even 
temporarily, elsewhere.

Examples in this category include HBase and HadoopDB – OLAP databases based on top of Hadoop – and various 
SQL interfaces for Hadoop like Cloudera Impala, DrawnToScale, as well as extensions to standard Hadoop Pig and 
Hive such as HortonWorks Stinger initiative or Apache Drill project. These products and projects employ a combination 
of sophisticated distributed indexing, MPP-style query optimization, relaxed consistency models or in-memory 
processing to gain high performance and low latency capabilities for processing data stored directly in Hadoop.



WHITE PAPER:  
In-Memory Accelerator For Hadoop

8© 2014 GridGain Systems, Inc. All Rights Reserved

Solutions in this category strike a different balance than the ones we discussed above. While they require less integration 
and development, they also provide significantly smaller performance gain. While they can be used to achieve Fast 
Data processing, these solutions are often primarily selected for other reasons such as a familiar SQL interface or 
desired OLAP database functionality. Systems on top of Hadoop are also not a good choice for Streaming Processing 
due to the fact that they are still limited by standard HDFS – the underlying storage technology in Hadoop.

PLUG-N-PLAY HADOOP ACCELERATOR

The GridGain In-Memory Accelerator for Hadoop was designed to eliminate the trade-offs when adding Fast Data 
capabilities to existing Hadoop systems. Compared to external systems and systems on top of Hadoop, the GridGain 
In-Memory Accelerator for Hadoop delivers these three unique characteristics:

1. It requires minimal or no additional integration or development. It requires only minimal configuration change to 
existing Hadoop clusters and simple integration for In-Memory MapReduce. It works out-of-the-box with hundreds 
of projects in the Hadoop eco-system including  standard HBase, Hive, Mahout, Oozie, Flume, Scoop, and Pig.

2. It is designed to work with any existing Hadoop distribution, open source or commercial – no need to roll out yet 
another proprietary distribution. This design enables the use of your existing Apache, Pivotal, Intel, Cloudera, 
HortonWorks, MapR, AWS, or any other Hadoop 1.0 or Hadoop 2.0 (YARN) distributions.

3. It provides up to a 10x performance increase for IO, network or CPU intensive Hadoop MapReduce job and HDFS 
operation – delivering easy and quick acceleration to existing Hadoop-based systems and products.

One of the key elements of the architecture of the GridGain In-Memory Accelerator for Hadoop is GGFS – a  
dual-mode, high performance in-memory file system. Due to its dual-mode design, GGFS can work as either a 
standalone primary file system in the Hadoop cluster, or work in tandem with existing HDFS, providing an intelligent 
caching layer for the primary HDFS. When GGFS is used as a standalone primary file system it brings a host of its own 
unique additional benefits to the Hadoop cluster:

1. Simplified Deployment. Unlike the Hadoop master-slave architecture, the GridGain In-Memory Accelerator for 
Hadoop is based on peer-to-peer topology and does away with master-slave failover, zookeeper installation or NFS 
setup for secondary NameNode. 

Specifically, the In-Memory Accelerator for Hadoop in a standalone mode eliminates the need for three Hadoop 
components: NameNode, Secondary NameNode and DataNode, which significantly simplifies Hadoop configuration 
and deployment.

2. Automatic Failover without Shared Storage.  Unlike a standard Hadoop installation that requires shared storage 
for primary and secondary NameNodes which is usually implemented with a complex NFS setup mounted on each 
NameNode machine, the GridGain In-Memory Accelerator for Hadoop seamlessly utilizes the data grid feature 
included in the GridGain In-Memory Data Fabric, which provides completely automatic scaling and failover without 
any need for additional shared storage or risky Single Point Of Failure (SPOF) architectures.

3. Improved Scalability and Availability. Unlike Hadoop’s master-slave topology (specifically a NameNode  
component) that prevents it from linear runtime scaling when adding new nodes, the GridGain In-Memory  
Accelerator for Hadoop is built on a highly scalable, natively distributed partitioned data grid that provides linear 
scalability and auto-discovery of new nodes. It was independently tested to provide linear scalability with over 2000 
nodes in the cluster. 
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10x Faster, Minimal Integration, Any Distribution
What are the key features of the GridGain In-Memory Accelerator for Hadoop?

The architecture of the GridGain In-Memory Accelerator for Hadoop is based on the industry’s first dual-mode 
in-memory file system, which is 100% compatible with the Hadoop Distributed File System (HDFS) and YARN-based 
implementation of In-Memory MapReduce. 

The GridGain File System (GGFS) is a plug-and-play alternative to the disk-based HDFS enabling up to 10x faster 
performance for IO, CPU or network intensive Hadoop MapReduce jobs running on tens and hundreds of computers 
in a typical Hadoop cluster.

It is important to note that the In-Memory Accelerator for Hadoop is built on top of two of GridGain’s core  
technologies: In-Memory HPC and In-Memory Data Grid. 

These technologies provide infrastructure services and functionality such as cluster and resource management, 
high-performance distributed partitioning and fully replicated caching with HyperLocking and off-heap memory 
support, a high-performance execution framework, cluster-aware peer-to-peer zero Java deployment and provisioning, 
comprehensive security, a SPI-architecture for pluggable system services, advanced load balancing and pluggable 
fault tolerance.

NO ETL REQUIRED

GridGain’ unique file system in the In-Memory Accelerator for Hadoop allows it to work with data that is stored 
directly in Hadoop. Whether the in-memory file system is used in primary mode, or in secondary mode acting as an 
intelligent caching layer over the primary disk-based HDFS, it completely eliminates the time consuming and costly 
process of extracting, loading and transforming (ETL) data to and from Hadoop.
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The ETL-free architecture of the GridGain In-Memory Hadoop Accelerator enables companies to process live data in 
Hadoop without the need to offload it to other downstream systems to gain the performance advantages of in-memory 
computing. The GridGain In-Memory Accelerator for Hadoop avoids duplication of data and eliminates unnecessary 
data movement that typically clogs the network and I/O subsystems.

ELIMINATE HADOOP MAPREDUCE OVERHEAD

For CPU-intensive and real-time use cases, the In-Memory Accelerator for Hadoop relies on an in-memory MapReduce 
implementation that eliminates standard overhead associated with typical Hadoop’s job tracker polling, task tracker 
process creation, deployment and provisioning. GridGain’s implementation of in-memory MapReduce is a highly 
optimized, HPC-based implementation of the MapReduce concept enabling true low-latency data processing of data 
stored in the GridGain File System (GGFS):

BOOST HDFS PERFORMANCE

The GridGain In-Memory Accelerator for Hadoop ships with transparent benchmarks that compare GGFS and HDFS 
performance against the same set of operations. These benchmarks indicate an average of 10x performance increase 
for file system operations.

The following tests were performed on a 10-node cluster of Dell R610 blades with Dual 8-core CPUs, running Ubuntu 
12.4 OS, 10GBE network fabric and stock unmodified Apache Hadoop 2.x distribution:

Benchmark GGFS, ms. HDFS, ms. Boost, %

File Scan 27 667 2470%

File Create 96 961 1001%

File Random Access 413 2931 710%

File Delete 185 1234 667%

HADOOP 2.X SUPPORT

The GridGain In-Memory Accelerator for Hadoop provides out-of-the-box support for the new Hadoop 2.x  
(YARN) distributions.

SPEED UP JAVA/SCALA/C/C++/PYTHON MAPREDUCE JOBS

The architecture of the GridGain In-Memory Accelerator for Hadoop allows it to speed MapReduce jobs written in 
any Hadoop supported language and not only in native Java or Scala. Developers can easily reuse existing C/C++/
Python or any other existing MapReduce code with the In-Memory Accelerator for Hadoop to gain significant 
performance boost.

ANY HADOOP DISTRIBUTION

As mentioned above, the GridGain In-Memory Accelerator for Hadoop is not another proprietary Hadoop distribution, 
rather, it is a first-of-its-kind Hadoop accelerator that has been designed to work with your choice of Hadoop  
distribution, which can be any commercial or open source version of Hadoop available, and provides the same 
performance benefits whether you run Cloudera, HortonWorks, MapR, Apache, Intel, AWS, or any other distribution.
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PLUG-N-PLAY 100% COMPATIBLE WITH HDFS

As the industry’s first plug-n-play Hadoop accelerator, the GridGain In-Memory Accelerator for Hadoop does not 
require any code change to use its in-memory file system. The unique “plug-in” architecture gives you the freedom to 
not only choose any Hadoop distribution, but also to use any of the dozens of Hadoop-based tools that your  
organization already has in place. Whether you use standard tools such as HBase, Hive, Mahout, Oozie, Flume, Scoop, 
or Pig, or any of the commercial BI, data visualization or data analytics platforms, you can continue to use them 
without any change while realizing an instant performance boost.

DUAL-MODE OPERATION

As mentioned above, the GridGain File System (GGFS) in the In-Memory Accelerator for Hadoop can work in dual mode: 

1. Primary, i.e. 100% HDFS compatible in-memory standalone file system, or as an

2. Intelligent caching layer for the primary HDFS
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To support these two use cases any number of subsets of files or directories in GGFS can be configured with one of 
the following four different operation modes:

PRIMARY
In this mode GGFS serves as a primary, standalone, distributed in-memory file 
system. All files and directories with this mode will be stored in memory only.

PROXY
In this mode GGFS serves as a proxy which will always delegate to HDFS without 
caching anything in memory. Files and directories configured with this mode will be 
stored on underlying HDFS via pass through read and write.

DUAL_SYNC

In this mode, GGFS will synchronously read through from HDFS whenever data is 
requested and is not cached in memory, and synchronously written through to 
HDFS whenever data is updated or created in GGFS. Essentially, in this case GGFS 
serves as an intelligent caching layer on top of HDFS. 

All files and directories configured with this mode will be simultaneously stored in 
memory as well as in underlying HDFS.

DUAL_ASYNC

In this mode GGFS will synchronously read through from HDFS whenever data is 
requested and is not cached in memory (just like in DUAL_SYNC mode), and 
asynchronously written through to HDFS whenever data is updated or created  
in GGFS. 

Since data is modified in HDFS asynchronously, there is a lag between GGFS 
updates and HDFS updates, however the performance of updates is significantly 
faster than using HDFS directly. Essentially, in this case GGFS again serves as an 
intelligent caching layer on top of HDFS.

FILE-BASED AND BLOCK-BASED LRU EVICTION

GGFS supports data sets that are significantly larger than the memory available on all participating cluster nodes.  
For example, if you have 10 nodes with 120GB of RAM each, then GGFS will be able to cache about 1TB of data total 
across 10 grid nodes, however, the total working set managed by In-Memory HDFS may be in petabytes. Such 
behavior is achieved via smart eviction policies implemented within GGFS.

Whenever read-through or write-through is enabled, GGFS utilizes a block-based eviction policy and evicts the oldest 
unused file blocks from memory. This is safe because whenever evicted data will be requested in future, it will be 
automatically read through from the underlying disk-based HDFS file system.

If GGFS works as a primary file system, without HDFS underneath, then evicting individual file blocks would essentially 
corrupt the in-memory file. In this case GGFS will evict the oldest unused file as a whole, instead of individual blocks, 
to free up memory for new data. However, even in this case, the configuration is flexible and you can configure any 
subset of files to never be evicted at all. 
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GUI-BASED FILE MANAGEMENT

The GridGain In-Memory Accelerator for Hadoop comes with a comprehensive unified GUI-based management and 
monitoring tool called GridGain Visor. It provides deep administration capabilities including an operations & telemetry 
dashboard, data grid and compute grid management, as well as GGFS management that provides GGFS monitoring 
and file management between HDFS, local and GGFS file systems.

PRE-FETCHING AND STREAMING

To ensure seamless and continuous performance during MapReduce file scanning, GGFS does smart data prefetching 
via streaming data that is expected to be read in the nearest future to the MapReduce task ahead of time. 

By doing so, GGFS ensures that whenever a MapReduce task finishes reading a file block, the next file block is already 
available in memory. A significant performance boost is achieved here due to the implementation of proprietary 
Inter-Process Communication (IPC) which allows GGFS to achieve throughput up to 30 Gigabit/second between two 
processes.

GUI-BASED HDFS/GGFS PROFILER

As part of the GridGain Visor, the GridGain In-Memory Accelerator for Hadoop also comes with a GUI-based file 
system profiler, which allows to keep track of all operations your GGFS or HDFS file systems make and identifies 
potential hot spots. GGFS profiler tracks speed and throughput of reads, writes, various directory operations, for all 
files, and displays these metrics in a convenient view which allows you to sort based on any profiled criteria, e.g. from 
slowest write to fastest. 
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Profiler also makes suggestions whenever it is possible to gain performance by loading file data into in-memory GGFS.

READ-THROUGH AND WRITE-THROUGH HDFS CACHING

When GGFS is used as an intelligent caching layer on top of the primary HDFS, if data is read from GGFS and this data 
is not currently in memory, it will be read through from HDFS on first access and then remain in the memory cache. 
The reverse happens whenever a write occurs – the data will get written into memory and it will also get either 
synchronously or asynchronously written to HDFS.

When reading and writing to and from HDFS is enabled, data cached in GGFS always gets persisted to the on-disk file 
system. This means that the data will survive any GGFS failures and data will be reloaded transparently on-demand 
whenever GGFS is restarted.

End-to-End Stack & Total Integration
What other GridGain technologies are available? 

The GridGain In-Memory Accelerator for Hadoop is a purpose-built product developed on top of the GridGain 
In-Memory Data Fabric; it is a plug-and-play solution optimized for in-memory processing that can be downloaded 
and installed in 10 minutes, and accelerates MapReduce and HIVE jobs by a factor of up to 10 times.

The GridGain In-Memory Data Fabric provides a comprehensive in-memory computing solution, from high  
performance computing, streaming, and data grids to Hadoop acceleration. It is a complete and fully integrated 
solution for low-latency, high performance computing for each and every category of payloads and data processing 
requirements. Total integration is further extended with a single unified management and monitoring console.

CORE TECHNOLOGY

The GridGain In-Memory Data Fabric is designed to provide uncompromised performance by providing developers 
with a comprehensive set of APIs. Developed for the most demanding use cases, including sub-millisecond SLAs, the 
GridGain In-Memory Data Fabric allows to programmatically fine-tune large and super-large topologies with hundreds 
to thousands of nodes. Key features of the GridGain In-Memory Data Fabric are:

In-Memory HPC
Highly scalable distributed framework for parallel High Performance Computing 
(HPC).

In-Memory Data Grid
Natively distributed, ACID transactional, SQL and MapReduce based, in-memory 
object key-value store.

In-Memory Streaming
Massively distributed CEP and Stream Processing system with workflow and 
windowing support.

GridGain Foundation Layer 
What are the common components across all GridGain products?

The GridGain foundation layer is a set of components shared across all functional areas in the GridGain In-Memory 
Data Fabric. It provides a common set of functionality available to the end user such clustering, high performance 
distributed messaging, zero-deployment, security, etc.
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HYPER CLUSTERING® 

GridGain provides one of the most sophisticated clustering technologies on Java Virtual Machines (JVM) based on its 
Hyper Clustering® technology. The ability to connect and manage a heterogeneous set of computing devices is at the 
core of GridGain’s distributed processing capabilities.

Clustering capabilities are fully exposed to the end user. The developers have full control with the following  
advanced features:

 > Pluggable cluster topology management and various consistency strategies

 > Pluggable automatic discovery on LAN, WAN, and AWS

 > Pluggable “split-brain” cluster segmentation resolution

 > Pluggable unicast, broadcast, and Actor-based cluster-wide message exchange

 > Pluggable event storage

 > Cluster-aware versioning

 > Support for complex leader election algorithms

 > On-demand and direct deployment

 > Support for virtual clusters and node groupings

ZERO DEPLOYMENT 

The zero deployment feature means that you don’t have to deploy any components individually on the grid – all code 
together with resources gets deployed automatically. This feature is especially useful during development as it 
removes lengthy Ant or Maven rebuild routines or copying of ZIP/JAR files. The philosophy is very simple: write your 
code, hit a run button in the IDE or text editor of your choice and the code will be automatically be deployed on all 
running grid nodes. Note that you can change existing code as well, in which case old code will be undeployed and 
new code will be deployed while maintaining proper versioning.

ADVANCED SECURITY

The GridGain security components of the foundation layer provide two levels by which security is enforced: cluster 
topology and client connectivity. When cluster-level security is turned on, unauthenticated nodes are not allowed to 
join the cluster. When client security is turned on, remote clients will not be able to connect to the grid unless they 
have been authenticated. 

SPI ARCHITECTURE AND PNP EXTENSIBILITY 

The Service Provider Interface (SPI) architecture is at the core of the GridGain In-Memory Data Fabric; it allows 
GridGain products to abstract various system level implementations from their common reusable interfaces. Essen-
tially, instead of hard coding every decision about internal implementation of the product, GridGain products instead 
expose a set of interfaces that define their internal view on their various subsystem. Users then can choose to either 
use the built-in implementations or roll out their own when they need different functionality.
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GRIDGAIN.COM

For more information contact:
info@gridgain.com

650.241.2281

GridGain products provide SPIs for 14 different subsystems, all of which can be freely customized:

GridGain In-Memory Data Fabric

ABOUT GRIDGAIN™

GridGain, the leading provider of the open source In-Memory Data Fabric, offers the most comprehensive in-memory 
computing solution to equip the real-time enterprise with a new level of computing power. Enabling high-performance 
transactions, real-time streaming and ultra-fast analytics in a single, highly scalable data access and processing layer, 
GridGain enables customers to predict and innovate ahead of market changes. Fortune 500 companies, top  
government agencies and innovative mobile and web companies use GridGain to achieve unprecedented computing 
performance and business insights. GridGain is headquartered in Foster City, California. To download the GridGain 
In-Memory Data Fabric, please visit http://www.gridgain.com/download/.

ULTIMATE SPEED AND SCALE COMPREHENSIVE AND PROVEN OPEN AND AFFORDABLE

Learn more at www.gridgain.com/products

 > Cluster discovery

 > Cluster communication

 > Deployment

 > Failover

 > Load balancing

 > Authentication

 > Task checkpoints

 > Task topology resolution

 > Resource collision resolution

 > Event storage

 > Metrics collection

 > Secure session

 > Swap space

 > Indexing

 
Having the ability to change the implementation of each of these subsystems provides tremendous flexibility to how 
GridGain products can be used in a real-world environment. GridGain software blends naturally in almost any  
environment and integrates easily with practically any host eco-system.

REMOTE CONNECTIVITY

The GridGain In-Memory Data Fabric comes with a number of Remote Client APIs that allow users to remotely 
connect to the GridGain cluster. Remote Clients come for multiple programming languages including Java, C++, REST 
and .NET C#. Among many features, the Remote Clients provide a rich set of functionality that can be used without a 
client runtime being part of the GridGain cluster: run computational tasks, access clustering features, perform 
affinity-aware routing of tasks, or access in-memory data grid.

http://www.gridgain.com/download/

