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GridGain and Apache Ignite

GridGain In-Memory Computing Platform

1
Monitoring & Enterprise Rolling Segmentation Data Center
Management Security Upgrades Protection Replication
——
%
‘ apache
GridGain/«m Slgnite
In-Memory - Streaming Continuous
Data Grid Database Analytics Learning Framework
e
Full, Incremental, Network Point-in-Time Heterogenous
Continuous Backups Backups Recovery Recovery
e —
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Apache Ignite Support — Faster Time to Reliable Ignite

* Get up and running faster with
2 hours initial consultation

- Ensure fast, reliable Ignite with
unlimited 9x5 global support
— Unlimited web/e-mail support
— ldentify bugs, workarounds

— Troubleshoot performance,
reliability issues

SIghite

https://www.gridgain.com/products/services/support/support-apache-ignite
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* Monitoring

- Logging

- JMX

— GridGain Web Console
» Troubleshooting

— Network

— Storage

— Performance

* Checklist
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Monitoring
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Monitoring

Setup it before something bad happens!
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* Monitoring

- Logging

- JMX

— GridGain Web Console
» Troubleshooting

— Network

— Storage

— Performance

* Checklist
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Logging

What can you do with logs

- Manually check nodes state
» ldentify issues with cluster configuration

« Add automatic parsing to report issues on the fly
— With custom or third-party tools

* Provide to GridGain Support experts

7 2019 © GridGain Systems
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Logging

Configuring GridGain logs

 https://apacheignite.readme.io/docs/logging
» Use log4j 2.x integration
— Other options: j.u.logging, log4j 1.x, slf4j, custom integration

 Start Ignite in verbose mode
~ 1gnite.sh -v
- java —-DIGNITE QUIET=false -cp ...
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Quiet log

019 Copyri
Ignite documentatic

iet mod
Logging to fil binaries i .2\work\Tog\ignite
Logging by 'J [quiet
yle Tog here ad ) f r "-v" to ignite

E Runtime E ronment 1.8.0_151-b12 Oracle Corporation

a.net. preferIPv4s k=true' to avoid p ble problen ixed environments
Configured plugi
A- dGain

onfigured failure d L pNod 1 [ 3 , timeout iper=. ractFailureHandler [igno
eTyp STEM_WORKER_BLO ), M_CRITICAL_OPERATION_TIMEOUT]]]]
lead to potential \Es when running cache operations in FULL_ C or PR

sthenticati ]
bled. d ) da will require full cluster r . C der changing 'G GainConfigu

for grid
ITE_PERFORM >=true
Gl Garbage Collector ( XX: GC' to JWM optio
yirect buffer memory' (add

-XX:MaxDirectMemory |GIm|M|k|K]"

le proc f ca ) TeExplicitGC' to IJWM opti
1

~ to this page for D g apacheignite.re \ a stem-tuning

Data Regior
A-- default

Ignite node started OK (
Topology pshot [ , TocN b , serv , clie , S e , C , heap=1.0GB]
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Configuring GC logs

» https://apacheignite.readme.io/docs/jvm-and-system-tuning

* Crucial to troubleshoot a lot of issues

 To configure
—XX:+PrintGCDhetails -XX:+PrintGCTimeStamps
—XX:+PrintGCDhateStamps —-XX:+UseGCLogFileRotation
—XX :NumberOfGCLogF1les=10 -XX:GCLogFileSize=100M
-Xloggc:/path/to/gc/logs/log.txt

2019 © GridGain Systems
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Logging

How to manage logs

« Choose location for the log files
- The default location is ${IGNITE HOME}/work/log/ignite.log

— Use a local disk with enough space (2 GB+)

—~ Don’t use /tmp!

~ Good idea to store GridGain, application and GC logs together
 Archive old log files periodically to save on storage space

 Try to save logs for the cluster’s current uptime
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Run-time configuration changes

+ Helpful when you need to debug a
running deployment

- Easy to do with log4j 2.x

— Edit the log4j config file directly

* https://logging.apache.org/log4j/2.x/manual/c
onfiguration.html#AutomaticReconfiguration

- Use JMX - log4j has its own bean

* https://logging.apache.orqg/log4i/2.x/manuall/j
mx.html

12 2019 © GridGain Systems

| £/ Java Monitoring & Management Console - pid: 8620 org.apache.ignite.examples... — O X
|£| Connection Window Help - &
Overview Memory Threads Classes VM Summary MBeans cdm
® IMImplementation Attribute values
|§1 - Fomfun.management Name Value
- java.lan
o ;ava niog Additive true
- java.util.logging A_ppenderRefs java.lang.String[2]
E Filter null
[#- | org.apache -
E ) . Includelocation true
= org.apache.logging.log4j2
5@ Level INFO
- Attributes e
[+-Operations
[+-Notifications
& Appenders
[+ ContextSelector
(=~ | Loggers
=@
@
[+ com.amazonaws
[+ org.edipse.jetty
(@@ org.edipse.jetty.util.component
[+ @ org.edipse.jetty.util.log
[+ org.springframework
(-3 StatusLogger
Refresh
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* Monitoring

- Logging

- JMX

— GridGain Web Console
» Troubleshooting

— Network

— Storage

— Performance
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What can you do with JMX

« Check state of various grid subsystems: storage, thread pools, etc
» Monitor metrics changing over time

- Add automatic warnings on important metrics
— With custom or third-party tools

2019 © GridGain Systems
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How to leverage JMX beans

« Standard way to monitor Java
applications

— Alot of tools on the market

- JConsole and VisualVM are
bundled with JDK

15 2019 © GridGain Systems

| £ Java Monitoring & Management Console - pid: 19000 org.apache.ignite.startup.cmdline.CommandLineStartup config/default-config....  — [m} X

|£] Connection Window Help

Overview Memory Threads Classes VM Summary MBeans

®

IMImplementation
com.sun.management
java.lang
java.nio
java.util.logging
org.apache
=3 764c12b6
] “Thread Pools™
@ Clients
3] DataRegionMetrics
=] Kernal
@ ClusterLocalNodeMetricsMXBeanlr|
@@ ClusterMetricsMXBeanImpl
4@ IgniteKernal
w
[+]-Operations
@ Ignition
[E2] SPIs

&

-

m-E-E

&

- &
==
Attribute values
Name Value
CheckpointSpiFormatted [NoopCheckpointSpi [J]
CollisionSpiFormatted NoopCollisionSpi [J
CommunicationSpiFormatted [TcpCommunicationSpi [connectGate=org.apache.ignite.spi.communication. tcp. TcpComm. ..
Copyright 2018 Copyright(C) Apache Software Foundation
DeploymentSpiFormatted LocalDeploymentSpi [lsnr=org.apache.ignite.internal.managers.deployment.GridDeploy...
DiscoverySpiFormatted [TcpDiscoverySpi [addrRslvr=null, sockTimeout=5000, ackTimeout=5000, marsh=JdkMar...
EventStorageSpiFormatted org.apache.ignite.spi.eventstorage.NoopEventStorageSpi@1622f 1b
ExecutorServiceFormatted 8
FailoverSpiFormatted [AlwaysFailoverSpi [maxFailoverAttempts=5, totalFailoverJobs=0]]
FullVersion 2.4.12-20181011
GridLoggerFormatted GridLoggerProxy [igniteInstanceName=null, id8=37117504]
IgniteHome c: /binaries ignite /gridgain-ultimate-fabric-8.4. 12
InstanceName
JdkInformation Java(TM) SE Runtime Environment 1.8.0_151-b12 Oracle Corporation Java HotSpot(TM)...
LifecycleBeansFormatted 0
LoadBalancingSpiFormatted [RoundRobinLoadBalancingSpi [balancer =RoundRobinGlobalLoadBalancer [ctx=org.apac...
LocalNodeld 37117504-c75b-4c50-8ad5-df8530ee422e
MBeanServerFormatted om.sun.jmx.mbeanserver, JnxMBeanServer @6f34fa3e
OsInformation Windows 10 10.0 amdé64
OslUser gridgain
PeerClassLoadingEnabled false
RebalanceEnabled true
StartTimestamp 1550431454134
StartTimestampFormatted 17.02.2019 22:24:14
UpTime 1486512
UpTimeFormatted 00:24:46.512
UserAttributesFormatted i)
VmName 19000 @einstein

Refresh
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GridGain Metrics

Cluster metrics Basic node information org.apache:clsLdr=*, group=Kernal, name=ClusterMetricsMXBeanImpl
org.apache:clsLdr=*, group=Kernal, name=ClusterLocalNodeMetricsMXBeanImpl
Data region metrics Memory information org.apache:clsLdr=*,group=DataRegionMetrics, name=<region name>
Data Storage metrics Persistent Storage org.apache:clsLdr=*,group="Persistent Store",name=DataStorageMetrics
information
Cache metrics Cache statistics org.apache:clsLdr=*,group=<cache name>, name="org.apache.ignite.internal.proc

essors.cache.CacheClusterMetricsMXBeanImpl"“
org.apache:clsLdr=*,group=<cache name>, name="org.apache.ignite.internal.proc
essors.cache.CachelocalMetricsMXBeanImpl"“

Thread p00| metrics Thread pools information org.apache:clsLdr=*,group="Thread Pools",name=<thread pool name>

Enabled

Disabled

Disabled

Disabled

Enabled

* https://apacheignite.readme.io/docs/cluster-groups#section-cluster-qgroup-metrics

e https://apacheignite.readme.io/docs/memory-metrics
* https://apacheignite.readme.io/docs/cache-metrics
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* Monitoring

- Logging

- JMX

—- GridGain Web Console
* Troubleshooting

— Network

— Storage

— Performance
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GridGain Tools

Web Console Visor GUI Command line tools

« Basic version in * Available in  Available in Ignite
Ignite GridGain - Multiple scripts

 Enhanced version in  All-in-one solution — Visor CMD
GridGain  Runs on a user’s PC _ control.sh

 All-in-one solution ~ SQLLine

* Web-based

* The richest
functionality
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GridGain Web Console

What can be done

« Manage multiple GridGain clusters through a web interface
— Monitor metrics changing over time
~ Watch logs and thread dumps of the nodes
— Execute and monitor running queries

» Generate cluster configurations and RDBMS integrations
 Available online to try at hitps://console.gridgain.com/

* On-premise installation for production using Docker or bare metal
— https://apacheignite-tools.readme.io/docs/docker-deployment
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GridGain Web Console

— f‘
= GridGain’t"i My Connected Clusters: 1 a Stanislav Lukyanov ~
== Dashboard ® custeracive @
Average CPU and Heap Usage %® Nodes: 883E1311 Range: 1min Heap Sizes ¥ Nodes: 883E1311 Range: 1min
100.00 % 3768
Feb 20, 2019 12:26:18
[JCPU: 0.00 %
& 50.00 % [IGC: 0.00 % 19ce

e A —— —
0.00 % 0 0 bytes e
00:26:10 00:26:20 00:26:30 00:26:40 00:26:50 00:27:00 % 00:26:10 00:26:20 00:26:30 00:26:40 00:26:50 00:274
Cache Throughput Metrics & Caches: All Range: 1min Cache Latency Metrics %® cCaches: All Range: 1min
Q@ 40K 40us
20K 2008
(R4
0 0
0 00:26:10 00:26:20 00:26:30 00:26:40 00:26:50 00:27:0 0 00:26:10 00:26:20 00:26:30 00:26:40 00:26:50 00:27:0
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GridGain Web Console

— f‘
= GridGain/«a My Connected Clusters: 1 a Stanislav Lukyanov +

= Configuration for node: 434A1217

A Monitoring / Node Info
?

1€

te

Property Value

B General ()

@ Node ID (2) 434A1217-400A-4A0E-A03C-BC1717E6F846
§ Active on start (%) v
Client mode (%) X
Q Enable update notifier (2) v
Quiet mode (2) v
Restart enabled (2) X
Is daemon (%) X
o
No discovery order (2) X
@ Nicahla chitdawn hank (3) X
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GridGain Web Console

= GridGain/am My Connected Clusters: 1 a Stanislav Lukyanov ~

= Log for node: 43C06DC7 (Feb 20, 00:57:22)

C:\binaries\ignite\gridgain-ultimate-8.7.2\work\log\ignite-43c06dc7.0.log @

[00:55:59,020][INFO] [main][IgniteKernal]

>>>
»> /s i
»> S 177 "t
& PSS A AN ) S Ay
>>>
>>> ver. 2.7.2%2@198206-s5hal:5f8f5488
>>> 2019 Copyright(C) Apache Software Foundation
>>>
(:3 >>> Ignite documentation: http://ignite.apache.org

<

[0@:55:59,029][INFO][main][IgniteKernal] Config URL: file:/C:/binaries/ignite/gridgain-ultimate-8.7.2/config/default-config.xml
[@@:55:59,853)[INFO] [main][IgniteKernal] IgniteConfiguration [igniteInstanceName=null, pubPoolSize=8, svcPoolSize=8, callbackPoolSize=8, stripedPoolSize=8, sysPoolSize=8, mgmtPoolSize=4, igfsPoolSi:
[02:55:59,853]1[INFO][main][IgniteKernal] Daemon mode: off
[00:55:59,053]1[INFO][main][IgniteKernal] OS: Windows 12 19.8 amdé4
éé% [@2:55:59,853][INFO][main][IgniteKernal] OS user: gridgain
[@@:55:59,054)[INFO][main][IgniteKernal] PID: 15740
[@8:55:59,854][INFO][main][IgniteKernal] Language runtime: Java Platform API Specification ver. 1.8
[02:55:59,054][INFO][main][IgniteKernal] VM information: Java(TM) SE Runtime Environment 1.8.8_151-bl2 Oracle Corporation Java HotSpot(TM) 64-Bit Server VM 25.151-b12
[@@:55:59,056][INFO] [main][IgniteKernal] VM total memory: .96GB
(:5 [02:55:59,856][INFO][main][IgniteKernal] Remote Management [restart: on, REST: on, JMX (remote: on, port: 49116, auth: off, ssl: off)
[00:55:59,056][INFO][main][IgniteKernal] Logger: Javalogger [quiet=true, config=null]
[@@:55:59,857][INFO][main][IgniteKernal] IGNITE_HOME=C:\binaries\ignite\gridgain-ultimate-8.7.2
[0@:55:59,857]1[INFO][main][IgniteKernal] VM arguments: [-XX:+AggressiveOpts, -Xmslg, -Xmxlg, -XX:MaxMetaspaceSize=256m, -DIGNITE_QUIET=true, -DIGNITE_SUCCESS_FILE=C:\binaries\ignite\gridgain-ultimat
[@@:55:59,857][INFO] [main][IgniteKernal] System cache's DataRegion size is configured to 48 MB. Use DataStorageConfiguration.systemRegionInitialSize property to change the setting.
[0@:55:59,872][INFO][main][IgniteKernal] Configured caches [in 'sysMemPlc' dataRegion: ['ignite-sys-cache']]
[08:55:59,072][WARNING][main][IgniteKernal] Please set system property '-Djava.net.preferIPv4Stack=true' to avoid possible problems in mixed environments.
[02:55:59,875][WARNING] [pub-#19][GridDiagnostic] This operating system has been tested less rigorously: Windows 10 10.@ amds4. Our team will appreciate the feedback if you experience any problems r
[@8:55:59,079][INFO][main][IgniteKernal] 3-rd party licenses can be found at: C:\binaries\ignite\gridgain-ultimate-8.7.2\libs\licenses
[@@:55:59,469][INFO][main][IgnitePluginProcessor] Configured plugins:
[0@:55:59,469][INFO][main][IgnitePluginProcessor]  “-- GridGain 8.7.2#20199205-shal:75399945
[@@:55:59,469][INFO] [main][IgnitePluginProcessor]  ~-- 2019 Copyright(C) GridGain Systems

[02:55:59,469][INFO][main][IgnitePluginProcessor]
——
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GridGain Web Console

’

-
= GndGamini My Connected Clusters: 1 a Stanislav Lukyanov ~

= SQL queries notebook ¢ & Cluster 4£0545C3 JORRISCES K ) Scroll to query~

A Notebooks / Notebook 'SQL queries notebook’

® With query notebook you can

Examples:

CREATE TABLE Person(ID INTEGER PRIMARY KEY, NAME VARCHAR(1€0));

INSERT INTO Person(ID, NAME) VALUES (1, 'Ed'), (2, 'Ann’), (3, 'Emma’);
SELECT * FROM Person;

Create any number of queries

Execute and explain SQL queries
Execute scan queries

View data in tabular form and as charts
More info

g

1 SELECT * FROM PERSON

—~ Allow non-collocated joins (%)
Maxpages: nlimited © - ™) Collocated Query (2)

) Enforce join order (?)
Lazy result set ()

P Execute on selected node Explain Rows per page:

|
1=}
(S}

[
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Troubleshooting
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* Monitoring

- Logging

- JMX

— GridGain Web Console
» Troubleshooting

— Network

— Storage

— Performance

* Checklist
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Network troubleshooting

Nodes not joining the cluster

Nodes joining a wrong cluster
Nodes taking a long time to connect
Node is kicked out from the cluster
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Nodes not joining the cluster

ymptom

- Started nodes don't join in a single cluster — each has a cluster of its own instead
» Topology snapshot is “ver=1, <...> servers=1”on both nodes

bin/ignite.sh

120:5

:20
120
:20

20

8]
:58
:58
:58
:58

58
:58
:58
:58

58
:58
:58
:58
:58
158
:58
158

ver. 2 #20190206-shal:5f8f5488
2019 Copyright(C) Apache Software Foundation

Ignite documentation: http://ignite.apache.org

Quiet mode.

A-- Logging to file 'c:\binaries\ignite\gridgain-ultimate-8.7 work\log\ignite-ea6242le.0.log"
-- Logging by 'JavalLogger [quiet=true, config=null]’
A-- To see FULL console log here add -DIGNITE_QUIET=false or "-v" to ignite.{sh|bat}

] 0S: Windows 10 10.0 amde4
] WM information: Java(TM) SE Runtime Environment 1.8.0_151-b12 Oracle Corporation Java HotSpot(TM) 64-Bit Server WM 25
Please set system property '-Djava.net.preferIPv4Stack=true’' to avoid possible problems in mixed environments.
Configured plugins:

A-- GridGain 8. 20190205-shal:75399045

A-- 2019 Copyright(C) GridGain Systems
Configured failure handler: [hnd=StopNodeOrHaltFailureHandler [tryStop=false, timeout=0, super=AbstractFailureHandler
SYSTEM_WORKER_BLOCKED, SYSTEM_CRITICAL_OPERATION_TIMEOUT

age queue Timit is set to O which may lead to potential OOMEs when running cache operations in FULL_ASYNC or PRIMARY_

odes due to message queues growth on sender and receiver sides.

120
:20
on
121
21

:59] Security status [authentication=off, tls/ss1=off]

:59] Rolling updates are disabled. GridGain version update will require full cluster restart. Consider changing 'GridGainConfigu

.rollingUpdatesEnabled’ configuration property.
:01] Performance suggestions for grid (fix if possible)
:01] To disable, set -DIGNITE_PERFORMANCE_SUGGESTIONS_DISABLED=true
A-- Enable Gl Garbage Collector (add '-XX:+UseGlGC' to JWM options)

Set max direct memory size if getting "OOME: Direct buffer memory' (add '-XX:MaxDirectMemorySize=<size>[g|G|m|M|k|K]'

DisableExplicitGC' to JWM options)
apacheignite.readme. io/docs/jvm-and-system-tuning

-~ Disable processing of calls to System.gc() (add
Refer to this page for more performance suggestions:

To start Console Management & Monitoring run ignitevisorcmd. {sh|bat}
Data Regions Configured:
A-- default [initSize=256,0 MiB, maxSize=3,2 GiB, persistence=false]

Ignite node started OK (id=ea6242le)

Topology snapshot [ver=1, locNode=ea6242le, server clients=0, state=ACTIVE, CPUs=8, offheap=3.2GB, heap=1.0GB]

2019 © GridGain Systems

0
HY
0
0

3
redFailur
[18:21:03
INC modes
21:03
:21:04
on.ro
:21:05
:21:05
8:21:05
:21:05
JW o
:21:05
:21:05

:21:05
8:21:05

ver. 2.7.2#20190206-shal:5f8f5488
2019 Copyright(C) Apache Software Foundation

Ignite documentation: http://ignite.apache.org
Quiet mode.
A Logging to file "c:\binaries\ignite\gridgain-ultimate-8.7.2\work\log\ignite-987d7a88.0.1og"
Logging by 'Javalogger [quiet=true, config=null]’
To see FULL console log here add -DIGNITE_QUIET=false or "-v" to ignite.{sh|bat}

0S: Windows 10 10.0 amd64
W information: Java(T) SE Runtime Environment 1.8.0_151-b12 Oracle Corporation Java HotSpot(TM) 64-Bit Server WM 25.151-b

Please set system property '-Djava.net.preferIPv4Stack=true' to avoid possible problems in mixed environments.
Configured plugins:
A-- GridGain 8.7.2#20190205-shal:75399045
A-- 2019 Copyright(C) GridGain Systems
] Configured failure handler: [hnd=StopNodeOrHaltFailureHandler [tryStop=false, timeout=0, super=AbstractFailureHandler [igno
eTypes=[SYSTEM_WORKER_BLOCKED, SYSTEM_CRITICAL_OPERATION_TIMEOUT]]1]]
] Message queue limit is set to O which may lead to potential OOMEs when running cache operations in FULL_ASYNC or PRIMARY_SY
due to message queues growth on sender and receiver sides.
] Security status [authentication=off, tls/ss1=o0ff]
] Rolling updates are disabled. GridGain version update will require full cluster restart. Consider changing 'GridGainConfigu
ingUpdatesEnabled’ configuration property.
Performance suggestions for grid (fix if possible)
To disable, set -DIGNITE_PERFORMANCE_SUGGESTIONS_DISABLED=true
A-- Enable Gl Garbage Collector (add "-XX:+UseGlGC' to JWM options)
A-- Set max direct memory size if getting "OOME: Direct buffer memory' (add '-XX:MaxDirectMemorySize=<size>[g|G|m|M|k|K]
tions)
A-- Disable processing of calls to System.gc() (add '-XX:+DisableExplicitGC' to JWM options)
Refer to this page for more performance suggestions: https://apacheignite.readme.io/docs/jvm-and-system-tuning

To start Console Management & Monitoring run ignitevisorcmd.{sh|bat}
Data Regions Configured:
A-- default [initSize=256,0 MiB, maxSize=3,2 GiB, persistence=false]

Ignite node started OK (id=987d7a88)

Topology snapshot [ver=1, locNode=987d7a88, servers=1, clients state=ACTIVE, CPUs=8, offheap=3.2GB, heap=1.0GB]
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Nodes not joining the cluster

Possible cause and solution

« Connection issues, firewall, etc

— Check via ping, check firewall settings
— Make sure TCP ports are open: 47500-47509, 47100-47109, 11211, 10800

* |P Finder configuration
~ Use TcpDiscoveryVmIpFinder when you know all hosts in advance
» Make sure to list all IPs and ports
— Alot of other options: Kubernetes, cloud, etc

* https://apacheignite.readme.io/docs/kubernetes-deployment
» https://apacheignite.readme.io/docs/tcpip-discovery

. . t"
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Nodes joining a wrong cluster

ymptom

* Node started in a seemingly clean environment connects to some unknown cluster
« Topology snapshot is “ver=2, servers=2"

ght(C) Apache

documentation: http://ignite.

Windows 10 10.0

nfo tion: J Corporation ] a HotSpot(TM) 64-Bit S

to avoid p problems in mixed environments.

stractFailureHandler

re hand

RKER_BLOCKE
in FULL_A IC or PRIM

ainConfi

MaxD1irectMemor

IWM of
em-tuning

GridGain/«a
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Nodes joining a wrong cluster

Possible cause and solution

* Multicast (TcpDiscoveryMulticastIpFinder)is used
— Only use it in closed subnets, or for a “Hello, world!”

* Wrong IPs in the configuration
— Check and fix IP finder configuration — see previous slide

. . t"
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Nodes taking a long time to connect

Symptom

 Cluster is taking a long time to start
— Or the first node is taking a long time to start

- After the nodes joined in the cluster performance is good

P
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Nodes taking a long time to connect

Possible cause and solution

« Too many addresses in the IP finder
— Ignite will try to connect to each know IP
— Only list the addresses and ports you use

* Too high IgniteConfiguration.failureDetectionTimeout
— Basic timeout for most network operations

— Used for establishing a connection
—- Reduce the failureDetectionTimeout to scan through the IP list faster

. . t"
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Node is kicked out from the cluster

Symptom

 Cluster nodes report that one of them has failed

[...][WARN ] [disco-event-worker-#42] [GridDiscoveryManager]

Node FAILED: TcpDiscoveryNode [1d=13169858-92db-48a3-bc4db-
db369cab6457, addrs=][..], sockAddrs=]J..], discPort=47501,
order=2, 1ntOrder=2, lastExchangeTime=1550680047403, loc=false,
ver=2.7.2#20190206-shal:5f8f5488, isClient=false]

« “Local node segmented” messages on the failed node

[...] [WARN ] [disco-event-worker-#42] [GridDiscoveryManager]
Local node SEGMENTED: TcpDiscoveryNode [1d=13169858-92db-48a3-
bcdb-db369cabo4d57, addrs=][..], sockAddrs=][..], discPort=47501,
order=2, 1ntOrder=2, lastExchangeTime=1550680109573, loc=true,
ver=2.7.2#20190206-shal:5f8f5488, isClient=false]
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Node is kicked out from the cluster

Possible cause and solution

* Likely a GC pause
* To confirm
— Check for “Possible too long JVM pause” messages in the logs

—- Analyze GC logs around the time of the issue
 htips://gceasy.io/ can help

. . t"
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Node is kicked out from the cluster

Possible cause and solution

* To handle GC issues
— Increase heap: -Xmx16g
— Try G1 with a latency target: -XX:+UseG1GC -XX:MaxGCPauseMillis=200

— Reduce heap pressure

« Use smaller SQL queries

= More about SQL later
 Use IgniteCache.withKeepBinary () to avoid deserialization

» https://ignite.apache.org/releases/latest/javadoc/org/apache/ignite/lgniteCache.html#withKeepBinary--
* Use on-heap caching with CacheConfiguration.copyOnRead=false

= https://apacheignite.readme.io/docs/memory-configuration#section-on-heap-caching

— https://apacheignite.readme.io/docs/jvm-and-system-tuning

- Remedy: change failureDetectionTimeout to allow a longer inactivity
period
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* Monitoring

- Logging

- JMX

— GridGain Web Console
» Troubleshooting

— Network

- Storage

— Performance

* Checklist
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Storage troubleshooting

“Out of memory” errors

Lost data after node restart
Incorrect/partial data returned by SQL
Some nodes don’t store data
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Out of memory

Symptom

* Three kinds of “out of memory” conditions
~- Java’s OutOfMemoryError exception
- IgniteOutOfMemoryException exception

—- OS killing the Ignite’s JVM
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Out of memory

Possible cause and solution: OutOfMemoryError

« Heap is too small
— Increase —Xmx

« Large SQL queries are running

— Use lazy queries
* https://apacheignite-sql.readme.io/docs/performance-and-debuqqging#section-result-set-lazy-
loading
- Avoid many large queries running concurrently

— Split query to reduce data set size

- Before:
= SELECT * FROM PERSON ORDER BY AGE

« After:
» SELECT * FROM PERSON WHERE AGE < 40 ORDER BY AGE
» SELECT * FROM PERSON WHERE AGE >= 40 ORDER BY AGE
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Out of memory

Possible cause and solution: IgniteOutOfMemoryException

- Data region is too small

ITgniteOutOfMemoryException: Out of memory in data region [name=default,
initSize=256,0 MiB, maxSize=476,8 MiB, persistenceEnabled=false] Try the

following:
"—— Increase maximum off-heap memory size (DataRegionConfiguration.maxSize)
“—— Enable Ignite persistence (DataRegionConfiguration.persistenceEnabled)
~"—— Enable eviction or expiration policies

— Increase DataRegionConfiguration.maxSize
» https://apacheignite.readme.io/docs/capacity-planning
— Use Native Persistence
» https://apacheignite.readme.io/docs/distributed-persistent-store
- Use DataRegionConfiguration.pageEvictionMode=RANDOM 2 LRU
» https://apacheignite.readme.io/docs/evictions
— Use an expiry policy
» https://apacheignite.readme.io/docs/expiry-policies
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Out of memory

Possible cause and solution: OOM Kkiller

* Total size of the processes is greater than RAM

— Check for message

Out of memory: Kill process <PID> (java) score <SCORE> or sacrifice
child

— Make sure that total size of the processes is within bounds
— Disable overcommit to have a more graceful, in-process errors

°* sysctl -w vm.overcommlt memory=2
 https://www.kernel.org/doc/Documentation/vm/overcommit-accounting
« May affect other applications, use carefully
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Lost data after node restart

Symptom

« Some or all data was lost after one or several node restarts

Cache Sizes % caches: All Range: 1 min

400K

200K \

23:57:20 23:57:30 23:57:40 23:57:50 23:58:00 23:58:10
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43

Lost data after node restart

Possible cause and solution

* |In-memory cache with zero backups
- Taking down a node will always lose data
* In-memory cache with one or more backups
- Don’t take down more nodes simultaneously than there are backups
— Wait for rebalance after bringing a node back online (use Web Console for that)

Rolling Update ® cuseracive @
My Nodes £
Node ID8 Node IP Mode Baseline Status Version v Uptime Busy, % Rebalance Status

3230D63C 10.0.75.1 SERVER Node in baseline 272 4m 58s 1.47% [ 1%

DCC3851D 10.0.75.1 SERVER Node in baseline 272 4m 42s 2.36% I 1%
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Incorrect/partial data returned by SQL

Symptom
* An SQL query with JOIN returns less data than expected

CREATE TABLE ORGANIZATION (ID INT PRIMARY KEY, NAME VARCHAR) ;
CREATE TABLE PERSON (ID INT, ORGID INT, NAME VARCHAR, PRIMARY KEY (ID, ORGID))

SELECT * FROM PERSON P JOIN ORGANIZATION O ON O.ORGID = O.ID;
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Incorrect/partial data returned by SQL

Possible cause and solution

 Data isn’t collocated

— https://apacheignite.readme.io/docs/affinity-collocation
— Use affinity key to keep related data together

CREATE TABLE ORGANIZATION (ID INT PRIMARY KEY, NAME VARCHAR) ;

CREATE TABLE PERSON (ID INT, ORGID INT, NAME VARCHAR, PRIMARY KEY (ID, ORGID))
WITH “AFFINITY KEY=ORGID";

SELECT * FROM PERSON P JOIN ORGANIZATION O ON O.ORGID = O.ID;

—- Use replicated tables — they’re collocated with all others

CREATE TABLE ORGANIZATION (ID INT PRIMARY KEY, NAME VARCHAR)
WITH “TEMPLATE=REPLICATED”;

CREATE TABLE PERSON (ID INT, ORGID INT, NAME VARCHAR, PRIMARY KEY (ID, ORGID)):;
SELECT * FROM PERSON P JOIN ORGANIZATION O ON O.ORGID = O.ID;

—- Use distributedJoins=true to do JOINs without collocation (this is costly!)
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Some nodes don’t store data

Symptom

- Native persistence is enabled

- Data is only stored on one
node/subset of nodes

Persistent storage &

Node ID8 a
- New nodes don't store data Data size §
Filter by node ID... 12
2EE66CD5 329.2MB 76
E37241C3 180KB 64
E99CEOS7 330.5MB 76

Showing: 3 rows
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Some nodes don’t store data

Possible cause and solution

« Baseline topology doesn’t include some nodes
— https://apacheignite.readme.io/docs/baseline-topology

- Update the baseline after every long-term topology change (use Web Console for
that)

Baseline Topology EXITTEZIER © cuseraie @@

Baseline Nodes #& If you need to remove node from Baseline, you should to stop it first. More info

Consistent ID t Node ID8 t Status Baseline
1d2cb769-a685-4d9¢c-9740-338852128e59 2EE66CD5 Online .
cd2992de-2d50-4a79-8712-83c6a3edccf3 E99CE057 Online .

Cancel
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* Monitoring

- Logging

- JMX

— GridGain Web Console
» Troubleshooting

— Network

— Storage

— Performance

* Checklist
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Performance troubleshooting

* Throughput of persistent cache updates drops to zero
» Low throughput of SQL access
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Throughput of cache updates drops to zero

Symptom

- Native persistence is enabled
« Write performance is good but there are periodic intervals of O ops/sec

Operations/sec (more is better)

Operations/sec (more Is better)
. . - . -~
~ W - -3 .~ w ~ o
@ VW O © O w o © o
o e -
w — -
o
-
: %
-
@
= B
~ -3
- -
o
—_—
B aa

Time, sec
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Throughput of cache updates drops to zero

Possible cause and solution

« Updates in RAM happen faster than on disk — disk needs to catch up

—- Enable write throttling
* DataStorageConfiguration.writeThrottlingEnabled=true

« Sacrifice peak performance for stable latency and throughput
— Increase checkpoint page buffer size
» Allow more pending updates in RAM
 https://cwiki.apache.org/confluence/display/IGNITE/Ignite+Persistent+Sto
re+-+under+the+hood
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Low throughput of SQL access

Symptom
« SQL reads using indexed fields are slow

— Even for simple queries like SELECT * FROM FOO WHERE ID = 123

* Writes to an SQL-enabled cache are slow
- Even via key-value API

. . t"
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Low throughput of SQL access

Possible cause and solution

* Alot of possible causes — performance tuning is hard!
— https://apacheignite-sal.readme.io/docs/performance-and-debugging

* A common issue — indexes not fitting into maximum inline size

— Check for “Indexed columns of a row cannot be fully
inlined into index” warnings

—- Do what the warning says

[2019-02-19T23:36:26,848] [WARN ] [main] [H2TreeIndex] <CacheQueryExamplePersons> Indexed
columns of a row cannot be fully inlined into index what may lead to slowdown due to
additional data page reads, increase index inline size 1if needed (use INLINE SIZE option
for CREATE INDEX command, QuerySqglField.inlineSize for annotated classes, or
QueryIndex.inlineSize for explicit QueryEntity configuration) [cacheName=PERSON,
tableName=CacheQueryExamplePersons, idxName=PERSON FIRSTNAME IDX, idxCols=(FIRSTNAME,
_KEY), 1dxType=SECONDARY, curSize=10, recommendedInlineSize=71]
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* Monitoring

- Logging

- JMX

— GridGain Web Console
» Troubleshooting

— Network

— Storage

— Performance

 Checklist
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Checklist
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Checklist

Be prepared

« Setup monitoring before something happens, not after!
- Make sure logs are safely stored
— GridGain Web Console is an easy and effective way to monitor

» Properly configure the cluster

—- Implement the suggestions from this presentation before you encounter the
Issues they help with

* Know the common problems and how to react
— Logs often provide solutions
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Checklist

Avoiding common problems

» Network-related issues are often caused by IP configuration
— Configure IP finder — TcpDiscoveryVmIpFinder is usually a good fit

« GC pauses cause performance and stability issues

- Use G1 GC, set a fitting heap size

—~ Reduce GC pressure by using lazy SQL, withKeepBinary () and on-
heap cache

* Insufficient memory will result in a crash
— Plan storage capacity in advance
— Assess required heap size during testing
— Account for other processes in the system
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Checklist

Avoiding common problems

* Implement cluster administration processes
— For in-memory: wait for rebalance when starting or stopping nodes
— For persistence: update baseline for long-term topology changes

« Write performance may be unstable when update speed is more than the
disk speed

—- Enable write throttling

« Consider performance suggestions reported in the log
- Index inline size suggestion is an example
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5

Questions?
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Apache Ignite Resources

» Apache Ignite documentation
— https://apacheignite.readme.io/docs/
- Apache Ignite community resources
— user@ignite.apache.org — the mailing list

— https://ignite.apache.org/community/resources.html — other resources and
instructions

— http://apache-ignite-users./70518.x6.nabble.com/ — forum and archive

— htips://stackoverflow.com/questions/tagged/ignite — StackOverflow questions
« Contact me!

— slukyanov@agridgain.com

— stanlukyanov@gmail.com
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GridGain Resources

White Papers
— Visit https://www.gridgain.com/resources/papers

Webinars
— Visit https://www.gridgain.com/resources/webinars

Videos
— Visit https://www.gridgain.com/resources/videos

Free 30-Day Ultimate, Enterprise or Professional Edition Trial
— Visit https://www.gridgain.com/resources/download

GridGain Support for Apache Ignite
— Visit https://www.gridgain.com/products/services/support/support-apache-ignite
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