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Founded in 2000

210+ employees, including over 100 analysts

1,000+ clients: Technology & Service providers, corporate
advisory, finance, professional services, and IT decision makers

12,500+ senior IT professionals in our research community

Over 52 million data points each quarter

4,500+ reports published each year covering 2,000+
innovative technology & service providers

Headquartered in New York City with offices in London,
Boston, San Francisco, and Washington D.C.

451 Research and its sister company Uptime Institute
comprise the two divisions of The 451 Group
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m 98% of ClO’s confirm there is a “significant” gap between what
the business expects, and what IT can deliver.

Source: CBR 2014 — 200 UK-based CIO’s,



DATA PLATFORMS GROWTH BY SEGMENT...

Hadoop 38%

Dist. Data Grid/Cache m
Event/Stream Processing /0

Search 30%
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Performance Management 17%

Data Management 17%
Reporting and Analytics 13%
Operational Databases 13%

Analytic Databases 9%

SOURCE: 451 MARKET MONITOR QI 2016



Developers

New development approaches
demand new architecture

New dev approaches

enable new lightweight apps
Distributed architecture enables

new applications

New app requirements demand
new development approaches
Distributed architecture
encourages new development
approaches

New applications require
distributed architecture



THE INTERNET OF THINGS: A DRIVER FOR IN-MEMORY

Q:Approximately how much do you expect your organization’s overall loT spending to
change over the next 12 months compared to the previous 12 months?

> 100% Increase

50% - 100% Increase

25% - 49% Increase

1% - 24% Increase

0% (No Change)

1% - 24% Decrease

25% - 49% Decrease

50% - 100% Decrease

B 5.1%

N 13.4%

N 20.3%
T 456 %

N 0.7%
B 4.1%
I 0.9%
|l 0.9%
Percent of Sample
n =217

Source: 45| Research,
Voice of the Enterprise:
Internet of Things,
Budgets and Outlook
2016



|IOT MATURITY GROWING...

1990s - 2020
M2M Phase

= Typical applications: Remote asset
monitoring, fleet management

= System characteristic: Single-purpose
industrial applications connecting via
proprietary networks to datacenter

= Service providers focus on:
End-to-end proprietary designs

2010 - 2025
loT Silo Phase

= Typical applications: Connected home
monitoring, wearable computing,
connected cars

= System characteristic: Single-purpose
applications connecting to Internet/
cloud

= Suppliers focus on:
Speed to market/features

2016 - 2025
loT Systems

= Typical applications: Connecting loT
data silos to create new value/
insights

= System characteristics: Multiple
applications working in concert,
connected and integrated in the cloud
and at the network edge.

= Suppliers focus on: Integration/ scale/
security/data analytics




NEW USE CASES FOR IOT...

WILSON FOOTBALL VOLVO CONNECTED CARS SAMSUNG IOT FRIDGE/FREEZER




BUT WHAT’S NEXT FOR IN-MEMORY?

= | atency sensitivity concerns becoming even more widespread
= Hybrid transactions and analytics becoming table-stakes

® |[n-memory data grids seen as a full data platforms in their own
right

® |ncreasing use of new types of memory that has the
performance of memory with the resilience of disk — for

example non-volatile RAM (NVRAM)

= More organizations looking to store all data in memory
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NVM - Non-Volatile Memory

* Data is retain when power is out

* Removes the need for similar fault tolerance on software
level

* Somewhat slower then DRAM but cheaper

* Necessary last puzzle piece for 100% in-memory storage
— HDD & flash will rapidly become literally “extinct”.

* Shipping this year: 3D XPoint
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ML/DL+IMC= €

* ML/DL on small dense data sets = solved
* ML/DL on large sparse data sets = not solved

— Requires big & fast data management system to:
e 1.Store TB and PB of data

e 2. Fast parallel computations
* IMC systems like GridGain are ideally suited for the tasks
* Apache Ignite 2.0 introduces ML Grid
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Petabytes Of.. RAM?

* Petabytes of RAM... not feasible in the next 10 years

— However, Fujitsu M10 can host up to 64 TB of DRAM on a single server
* Hybrid storage model (RAM/FLASH/HDD) can store petabytes

today

— Data automatically moves between layers

— Seamlessly “gravitating” to the fastest layer
* Key is uniform APIs for data processing on hybrid storage

— Memory first vs. disk first architecture

— The more memory, the faster the processing
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SQL... Still The King!

* Despite of decade of bad press — SQL is still #1 data
processing paradigm in enterprise

* IMC should embrace SQL additionally to NoSQL, streaming,
ML/DL

* No serious (or semi-serious) usage of IMC without SQL today

— As IMC mature so is SQL requirements

* Look at Google Spanner and Apache Ignite 2.1 for advances in
Distributed SQL
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In-Memor
IE Compu’riné 2017

Amsterdam - June 20 & 21

* Over 30 breakout sessions from leading users and vendors of in-
memory computing
* Early Bird Rates end May 21t

https://imcsummit.org/eu/

Special Discount for Webinar Attendees:
Additional 10% discount for new registrations — use code “WebinarlMCS”

when registering
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